
強化学習



強化学習とは？
定義：「環境との相互作用を通じて， 
　　　　試行錯誤しながら最適な行動を学ぶ枠組み」 

他の機械学習との違い 
	 •	 教師あり学習：正解ラベルがある 
	 •	 教師なし学習：データの構造を探す 
 
強化学習：行動の結果としての報酬だけを頼りに学ぶ



強化学習の成功例
産業・実務応用 
自動運転 
　車線変更やアクセル／ブレーキ操作の最適化に活用 
　　（ただし実環境では安全性の課題あり）． 

工場の生産計画やエネルギー最適化 
　Googleがデータセンター冷却を強化学習で制御 
　 → 電力使用量を40%削減． 

通信ネットワーク 
　トラフィック制御やリソース割当で最適化に活用．



https://xtech.nikkei.com/it/atcl/news/16/072102162/



https://xtech.nikkei.com/it/atcl/news/16/072102162/



強化学習の基本要素
エージェント（学習者）：ロボット，プレイヤー 
　環境とやりとりしながら行動を選び，経験から学ぶ主体． 

環境（問題の舞台）：迷路，ゲーム 
　エージェントが存在し，行動の結果や報酬を返す世界． 

状態（環境の観測）：位置，センサー情報 
　ある時点で環境から得られる情報のスナップショット． 

行動（エージェントの選択）：曲がる，止める，運ぶ 
　状態を見てエージェントが取りうる操作や決定． 

報酬（良し悪しのフィードバック）：ゴール＋１，落下－１ 
　行動の結果に対して環境から与えられる数値的な評価．



強化学習の考え方
目標：累積報酬の最大化 
その場の得点だけでなく，将来まで含めたトータルの利益を大
きくすること． 

方策（policy）：行動を決めるルール 
状態を見て「このときはこう動く」と選ぶための戦略や確率分
布． 

価値関数（value）：状態や行動の良さを数値化 
その状態や行動を取ったときに，将来どれくらい報酬が期待で
きるかを表す指標．



強化学習の代表的な手法
価値ベース（例：Q-learning, DQN） 
各行動の価値を推定し，最も価値の高い行動を選ぶ方法． 

方策ベース（例：Policy Gradient） 
方策そのものを直接調整して，良い行動を選ぶ確率を高める方法． 

ハイブリッド（例：Actor-Critic） 
「方策」で行動を選びつつ，「価値関数」でその評価を補助する組
み合わせ手法（先のGoogleの手法）



Googleの冷却最適化では？
エージェント（学習者）：ロボット，プレイヤー 
　環境とやりとりしながら行動を選び，経験から学ぶ主体． 

環境（問題の舞台）：迷路，ゲーム 
　エージェントが存在し，行動の結果や報酬を返す世界． 

状態（環境の観測）：位置，センサー情報 
　ある時点で環境から得られる情報のスナップショット． 

行動（エージェントの選択）：曲がる，止める，運ぶ 
　状態を見てエージェントが取りうる操作や決定． 

報酬（良し悪しのフィードバック）：ゴール＋１，落下－１ 
　行動の結果に対して環境から与えられる数値的な評価．

冷却システムを操作するAI制御モデル

サーバー，冷却装置，外気温，電力系統の環境

センサーから得られる時系列データ

ポンプ速度，ファン回転数，冷却水量の調整

電力効率を報酬



強化学習の考え方
迷路を解くロボット 
	 ゴールに到達すれば+1，壁にぶつかれば-1 
　　何度も試して，報酬の高い行動パターンを学ぶ

1.	試行錯誤で経験をためる 
迷路を解くロボットは，最初はランダムに動くので壁にぶつか
る．でも「壁にぶつかる＝損」と学習すると，次は違う道を選
ぶようになる． 

2.	良い行動が“クセ”になる 
ゴールに近づくたびに報酬が貯まるので，その行動パターンを
「繰り返したくなる」．失敗は避けられ，成功の経験が強化さ
れる． 

3.	未来を考えられるようになる 



強化学習の考え方
迷路を解くロボット 
	 ゴールに到達すれば+1，壁にぶつかれば-1 
　　何度も試して，報酬の高い行動パターンを学ぶ

3.	未来を考えられるようになる 
すぐの報酬よりも，将来のゴール（大きな報酬）を優先するよ
うになる．その結果，「遠回りだけど確実にゴールできる道」
を選べるようになる． 

4.	記憶が「地図」になる 
多くの試行を重ねるうちに，「この道はダメ」「この方向が良
い」という地図のような知識ができる．これが「価値関数」や
「方策」に相当する．



スケジューリング
スケジューリング：いろいろあります！

フローショップ・スケジューリング問題 
すべてのジョブが同じ順序で機械を通過する生産ライン型のス
ケジューリング問題．課題は「ジョブを流す順番」を工夫し
て，全体の処理時間を最小化すること． 

ジョブショップ・スケジューリング問題 
ジョブごとに通過する機械の順序が異なる，より複雑なスケ
ジューリング問題．課題は「どのジョブをどの機械にいつ割り
当てるか」を最適化すること．



そもそもジョブとは？
ジョブ（Job） 
完成させるべき「製品や注文」の単位． 
例：自動車1台の製造，全工程を通して1つのジョブと考える． 

タスク（Task / Operation） 
ジョブを構成する個々の工程や作業単位． 
例：自動車の製造なら「溶接」「塗装」「組立」などがタスク． 

→ ジョブは複数のタスクから成る． 

フロー（Flow） 
ジョブが機械を通る順序（加工の流れ）を指す． 

→ フローショップではすべてのジョブが同じ流れを通る． 



そもそもフローとは？
フロー（Flow） 
ジョブが機械を通る順序（加工の流れ）を指す． 

→ フローショップではすべてのジョブが同じ流れを通る． 

ショップ（Shop） 
工場や作業場のこと．ここで複数の機械や作業者がタスクを処
理する． 

→ ジョブショップは「工場に複数の機械があり，ジョブごとに
通る順番が異なる」状況を指す．



ジョブショップ・スケジューリン
グ問題とは？

https://ja.wikipedia.org/wiki/ジョブショップ・スケジューリング問題



ジョブショップ・スケジューリン
グ問題とは？

https://ja.wikipedia.org/wiki/ジョブショップ・スケジューリング問題

ジョブごとに機械を通過する順序が異なる． 
	 例：ジョブ1 → M2 → M1 → M3 
　　　　ジョブ2 → M1 → M3 → M2 … 

機械加工や部品製造など，複雑な工程に対応． 
	 例：金属加工工場，半導体製造など． 

ジョブごとに順序が異なる → 工場加工型 → より複雑で難しい 



フローショップ・スケジューリン
グ問題とは？

https://ja.wikipedia.org/wiki/フローショップ・スケジューリング問題



フローショップ・スケジューリン
グ問題とは？

https://ja.wikipedia.org/wiki/フローショップ・スケジューリング問題

すべてのジョブが同じ順序で機械を通過する． 
　例：ジョブ1 → M1 → M2 → M3， 
　　　　ジョブ2 → M1 → M2 → M3 … 

生産ライン型の工場（ベルトコンベアのように流れ作業）に対応． 
　例：自動車の組み立てライン，食品工場など． 

全ジョブが同じ順序 → 生産ライン型 → 比較的シンプル



https://ja.wikipedia.org/wiki/フローショップ・スケジューリング問題

仕事数4，機械数3のFSPに対するガントチャートの例



フローショップ問題：Johnson則



フローショップ問題：強化学習



フローショップ問題　機械３台＋SPR：強化学習



Cmax (with operator constraint): 49 

ジョブショップ問題　機械３台＋SPR：強化学習

Cmax (with operator constraint): 56 

強化学習

手動戦略



ジョブショップ問題　機械３台＋SPR　 
機械は２つセットできる条件：強化学習

どちらもCmax (Set&Remove batched; operator=1): 133

強化学習

手動戦略


